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ARTICLE INFO  ABSTRACT 

Article history:  The need for a model for effective planning and management of water resources, 

particularly groundwater, is especially critical in light of water scarcity and 

aquifers. Given the importance of various factors in determining the amount of 

drop, this study used human and natural factors to predict the amount of aquifer 

drop in Qazvin. To accomplish this, the K-Means clustering algorithm was used 

first, followed by the tree algorithms CART, CHAID, C5.0, and QUEST to 

determine the optimal ratio between different fields. Accuracy values of 0.90, 0.96, 

0.94, and 0.92 were obtained for the aforementioned tree algorithms. The values 

obtained for the CHAID algorithm's sensitivity, transparency, accuracy, precision, 

false-positive rate, false-negative rate, F-measure, geometric mean, and error rate 

demonstrate that this algorithm outperforms other algorithms. The amount of water 

in the irrigation network is the most influential human factor in model production, 

while the amount of temperature is the most influential natural factor. The proposed 

model enables more accurate prediction of aquifer changes and can be used by 

managers and farmers to improve aquifer management. 
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Highlights 
 Given water scarcity and aquifers, a model for effective water planning and management is critical. 

 Given the importance of various factors in determining aquifer drop, this study used both human and natural 

factors in Qazvin. 

 CHAID algorithm outperforms other algorithms in terms of sensitivity, transparency, accuracy and precision, 

geometric mean and error rate. 

 The irrigation network's water supply is the most important human factor, while temperature is the most important 

natural factor. 

 

 

1. Introduction* 
The development and progress of agriculture, as well 

as population growth, which led to an increasing need for 

water resources, created instabilities in traditional water 

resource management. A major part of the imbalance in 

water resources is due to the natural limitations of water 

resources. Managers in this sector are also faced with 

complex relationships and very diverse characteristics of 

the vast amount of data collected, which are difficult to 

analyze and manage by experimental and statistical 

methods, and in many basins, practically impossible. 

In recent years, researchers have conducted various 

studies related to spatial variation and groundwater level 
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estimation (Jang et al., 2013). The Standardized 

Precipitation Index (SPI) was used to investigate the 

effects of drought and rainfall on groundwater levels in 

three irrigated areas in the Marie-Darlin Basin, Australia. 

Their results showed a good correlation between the SPI 

index and groundwater level fluctuations in the region, 

and it can be used to determine the pattern of major 

droughts in Australia (Khan et al., 2008).  

Prediction results showed that the CART data analysis 

tree model can provide a correlation between variables 

and can increase the accuracy of prediction by reducing 

additional information. By comparing the CART model 

with the PSO-SVR model, the CART model with better fit 

and better forecasting ability can be used to predict 

groundwater level drops (Zhao et al., 2016). The results 

showed that groundwater managers and decision-makers 

could support the implementation of programs to protect 

http://www.aes.uoz.ac.ir/
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groundwater resources by using general and detailed 

information from the data analysis decision tree (Stumpp 

et al., 2016). Using data analysis and data of old aquifers 

in the Toluca valley, it was determined that data analysis 

of these aquifers is able to produce new knowledge. Using 

the data analysis algorithm, it is determined that water 

management underground is affected by social and 

economic factors such as GDP and population structure 

(Corona et al., 2016). Data analysis classification methods 

were used to classify water quality improvement factors. 

Cluster analysis tends to be categorized based on 

groundwater quality and pollution characteristics 

(Oorkavalan et al., 2016). 

It was identified areas of high potential groundwater 

using a CART1 data analysis algorithm method and RF 

and BRT methods, and in mapping the springs of the 

Koohrang basin using BRT, CART, and RF models, the 

accuracy of the models was 0.8103, 0.7870, and 0.7119, 

respectively. Therefore, the BRT model had the best 

performance in mapping groundwater resources, followed 

by the CART and RF models in the second and third 

ranks. According to the results, the accuracy of all three 

models is more than 70%. Therefore, all three models can 

be used by planners and engineers in water and land 

resource management and planning in the study area 

(Naqbi et al., 2016). Using data from the Meteorological 

Station of the Laboratory of Energy and Environmental 

Physics, the Department of Physics at Patrice University 

in Greece, data analysis techniques were used to estimate 

maximum, minimum, and average temperatures. It was 

concluded that the data analysis regression algorithm 

makes it possible to predict the maximum, minimum, and 

average temperatures with satisfactory accuracy. Also, a 

hybrid data analysis technique was developed for 

estimating daily values of mean temperature and achieved 

the same result (Kotsiantis et al., 2008). In India, 

groundwater resources are declining (Bonsour et al., 

2017). Improper use of alluvial aquifers is one of the main 

causes of subsidence (Novinpour, 2017). Natural factors 

affect water access (Konapala et al., 2020). Mirhashemi et 

al., Used data mining methods to predict aquifer depth 

changes (Mirhashemi et al., 2020). 

In the field of water resources management, we are 

faced with a huge amount of spatial and temporal data 

such that it is practically impossible to use experimental 

and statistical methods for converting such data into 

applied knowledge. Data analysis is a powerful technique 

for managing and organizing information as well as 

extracting useful knowledge from a large amount of data. 

In this paper, it was assumed that this method could be 

used for better aquifer management. Therefore, due to the 

need for a strong and appropriate algorithm in this field 

and the capabilities of data analysis algorithms regarding 

aquifer management, it is necessary to use this method. 

Data analysis is the process of recognizing valid, new, 

inherently useful, and understandable patterns of data, as 

well as automatically searching large data sources for 

patterns and dependencies that simple, routine statistical 

analysis cannot perform. 

 

2. Materials and methods 
2.1. Study area 

The Qazvin plain, with an area of about 450,000 

hectares, is located in the range of longitudes of 49 

degrees and 25 minutes to 50 degrees and 35 minutes east 

and latitudes of 35 degrees and 25 minutes to 36 degrees 

and 25 minutes north. This plain is composed of a wide 

alluvial plain composed of sediments from surface 

currents of the surrounding mountains (Mohammadi et al., 

2011). The total aquifer nutrition of the Qazvin plain is 

1259.46 million cubic meters. The total discharge factor 

of the Qazvin plain aquifer is 1458.66 million cubic 

meters. Accordingly, the share of discharge in the 

agricultural sector is about 1352.92 million cubic meters, 

of which about 857.3 million hectares is the share of the 

agricultural sector. Due to the limited surface water 

resources and the seasonality of these resources, most of 

the irrigation water is extracted from groundwater 

sources. In the current situation, the harvest has caused an 

annual drop of 1.5 meters in the surface of the aquifers 

and up to about 25 centimeters per year of subsidence in 

this area. Considering the importance of the Qazvin plain 

as a potential agricultural area, on the one hand, and the 

problem of severe water drop in this area, on the other 

hand, it seems necessary to pay attention to the 

sustainability of groundwater resources in the production 

of agricultural products and the choice of cultivation 

pattern in this area. (Barikani et al., 2011). The Qazvin 

province has six counties: Abik, Avaj, Alborz, Buinzahra, 

Takestan, and Qazvin. Of these six counties, parts of 

Abik, Alborz, Buinzahra, Takestan, and Qazvin are in the 

Qazvin plain. Due to the different behavior of the Qazvin 

plain aquifer in different parts of the plain, in this study, 

only part of the Qazvin plain aquifer, which is within the 

agricultural area of Qazvin County, was studied (Figure 

1). 

Figure 2 shows the location of the irrigation network 

in the agricultural area of Qazvin County. According to 

Figure 2, the area outside the irrigation network is about 

757.7587 hectares, and the area within the irrigation 

network is about 19908.908 hectares. 

Out of 174 authorized wells used in the agricultural 

area of Qazvin city, 138 wells are of the agricultural 

exploitation type, 23 wells are of the integrated 

exploitation type, and 13 wells are of the multi-purpose 

exploitation type. Of the 174 wells available, 134 are 

within the irrigation network. The average depth of wells 

is 123 meters, the maximum depth of wells is 200 meters, 

and the average discharge of wells is 36 liters per second, 

and the maximum discharge of wells is 90 liters per 

second (Figure 3). 

2.2. Models and data used 

The method of work in this study was predictive data 

analysis. Clustering is the non-regulatory process of 

grouping similar elements into clusters. Classification can 

be performed based on clustering if category or class 

information is used to evaluate the obtained clusters. This 

approach is based on the "cluster to batch" evaluation 
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procedure and finds a mapping with minimal error from 

clusters to classes (Lopez et al., 2012). 

In this research, first, the K-Means clustering 

algorithm was used to obtain the best ratio between 

different variables. Then the decision tree algorithms were 

used to obtain the best ratio between different clusters 

resulting from the implementation of the K-Means 

algorithm. 

To train a decision tree, a class of variables must have 

an output field and one or more input variables. Input 

fields, human and natural variables affecting aquifer depth 

changes were selected, and the result of clustering with 

the K-Means algorithm was considered as the output 

variable and prediction target. 

 

Figure 1. A- Location of Qazvin plain among the plains of Iran B- Location of Qazvin cities in Qazvin plain C- Agricultural area of Qazvin 

city 

 

Figure 2. Location of irrigation network in the agricultural area of Qazvin County 

In prediction algorithms, the goal is to predict a 

particular attribute based on another attribute. The 

predictable property is called a dependent variable, and 

the rest of the variables are called independent (Tavousi et 

al., 2015). Decision tree algorithms were used for 

modeling. In order to validate the models, the data was 

divided into two parts: training and test data. Models were 

constructed using training data, and the models were 

tested on test data. The percentage of samples of test data 

whose objective feature was correctly identified by the 

model expresses the accuracy of the model (Gupta, 2011). 

For all models used, 70% of the data was randomly 

selected as training data and the remaining 30% was 

tested as test data. For modeling, CART, CHAID, C5.0, 

and QUEST tree algorithms were used for modeling. The 

CHAID and QUEST decision trees solve classification 

problems, while the CART and C4.5 trees are used to 

solve both regression and classification problems (Pham, 

2006). The C5.0 algorithm is a new version of the C4.5 

algorithm that uses less memory than C4.5 when 
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generating a set of rules (Pandya and Pandya, 2015). The 

experimental option chosen for the tree algorithms was 

the Cross-Validation decision with ten repetitions (10-

Fold Cross Validation) because experiments have shown 

that the best choice for obtaining the most accurate 

estimate is section validation of the ten sectors (Ameri et 

al., 2013). There are various indicators, such as 

transparency, sensitivity, accuracy, and precision, for 

evaluating classification methods. It is also possible to 

calculate the error rate or incorrect classification based on 

the accuracy index. The criterion of classification error, or 

error rate, is exactly the opposite of the criterion of 

accuracy, and its minimum value (zero) is when the best 

performance is achieved. Also, its highest value (one) is 

when the lowest efficiency is achieved (Alizadeh et al., 

2014; Han and Kamber, 2006). To evaluate the models 

and select the best model, the indicators of sensitivity or 

True Positive Rate (TPR), transparency (TNR), accuracy 

(ACC), positive predictive value or precision (PPV), 

false-positive rate (FPR), false-negative rate (FNR), F-

measure (FM), geometric mean (GM), and error rate (ER) 

were used. The mentioned indicators are defined in 

equations (1) to (9), respectively. 

 

 

Figure 3 - Location of agricultural wells within the irrigation network of Qazvin County 

 

In real problems, the classification accuracy criterion 

is by no means a good criterion for evaluating the 

performance of classification algorithms because, in 

relation to classification accuracy, the value of records in 

different categories is considered to be the same. 

Therefore, other criteria are used when dealing with 

unbalanced categories or when the value of a category is 

different from that of another category. In real problems, 

other criteria such as sensitivity and false positive rate are 

of particular importance. These criteria, which pay more 

attention to positive categorization, explain the classifier's 

ability to recognize a positive category. The sensitivity 

criterion shows how accurate the positive category is, and 

the false positive rate criterion expresses the false alarm 

rate with respect to the negative category (Seliya and 

Khoshgoftaar, 2011). The desired indices are calculated 

according to relations (1) to (9) (Han, 2000). 

We have 
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where TP is the number of positively labeled data 

correctly classified, FP is the number of negatively 

labeled data positively classified as positive, FN is the 

number of positively labeled data classified as incorrectly 

negative, and TN is the number of negatively labeled data 

that is properly categorized. 

The data set used in this research is information about 

the plain of Qazvin County during the period of 2001-

2005 on a monthly basis. The independent variables used, 

including human and natural factors, were selected. The 
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amount of water output from agricultural wells (million 

cubic meters), the volume of irrigation network water 

(million cubic meters), the amount of agricultural water 

consumption (million cubic meters) as human factors, and 

the amount of rainfall (million cubic meters), temperature 

(Celsius), humidity (percentage) and evapotranspiration 

(mm / day) as natural factors were selected. Data from the 

amount of change in aquifer depth (meters) was also 

introduced to the K-Means algorithm as target 

data.CART, CHAID, C5.0, and QUEST tree algorithms 

were selected as the target variables to determine the best 

ratio between different clusters resulting from the output 

of the K-Means algorithm. 

Qazvin county has 34 piezometers within the Qazvin 

plain. Considering the distribution of piezometers in 

different parts of the aquifer, to approximate the amount 

of utilization and effect of each piezometer from different 

parameters such as rainfall, water supply, and 

consumption, the Thyssen method was calculated to 

determine the range of effect of each piezometer. To 

achieve this, ArcGIS 10 software was used. In this regard, 

using GIS software, the first piezometer information 

layers and borders of Qazvin County in the Qazvin plain 

were prepared. 

Table 1 contains a summary of monthly statistical 

characteristics related to the aquifer data of the 

agricultural area of Qazvin County within the irrigation 

network for a period of 15 years from 2001 to 2015. 

 

Table 1. Statistical specifications related to groundwater depth within the irrigation network of Qazvin County 

Scope of Study Average Total 

(M) 

Average Drop Values 

(M) 

Average Rise Values 

(M) 

Maximum Drop 

(M) 

Maximum Rise  

(M) 

Inside The Network -0.16 -0.59 0.51 -4.61 3.3 

Number 3780 2309 1471 1 1 

 

3. Results and discussion 
According to the results, it was found that the highest 

amount of aquifer loss occurs in the growing season and 

peak months of agricultural water consumption, with a 

temperature above 25 degrees and a moisture content of 

about 40%. The amount of water output from wells is 

directly related to the amount of drop, and with the 

monthly volume of more than one million cubic meters of 

agricultural wells, the probability of an aquifer drop will 

be higher. The clustering algorithm divided the studied 

data into 6 clusters.  

 

Table 2. Results of clustering 

Variables First Cluster Second Cluster Third Cluster Fourth Cluster Fifth Cluster Sixth Cluster 

Volume of well outlet water 0.3±0.1 1.02±0.05 0.02 0.5±1 0.03 0.3±0.61 

Evaporation and transpiration 0.62±2.8 0.9±4.9 0.31±1 0.13±5 0.1±1.1 0.1±3.79 

Vol. of water in the whole net. 0.1±0.2 0.3±0.61 0.01 0.3±0.4 0.03±0.05 0.3±0.65 

Temperature 3.5±17 1±24 2±4 0.6±26 2.5±6 1±18.31 

Humidity 6±47 3±41 7±66 3±40 7±63 6±52 

Agricultural water volume 0.18±0.32 0.6±1.08 0.03 0.5±1.01 0.03 0.3±0.65 

Rainfall volume 0.1±0.3 0.1±0.58 0.2±0.47 0.03±0.06 0.3±0.06 0.3±0.57 

Aquifer depth changes 0.01±0.2 0.01±0.1 0.01±0.2 0.2±0.1 0.2±0.5 0.1±0.15 

Month       

October 33 25 0 0 0 0 

June 0 100 0 0 0 40.3 

January 0 0 25.5 0 35.5 0 

July 0 0  49.7 0 0 

November 35.6 0 0 0 51.6 0 

May 0 85.8 0 0 0 100 
Quantitative variables as "standard deviation ± mean" and nominal variables as "percentage" are reported 

Table 3. Value of indicators for the models produced 

 CART CHAID C5.0 QUEST 

Sensitivity 0.90 0.96 0.93 0.90 

Transparency 0.92 0.98 0.95 0.93 

False-Positive Rate 0.03 0.02 0.03 0.08 

False-Negative Rate 0.08 0.07 0.14 0.17 

Precision 0.89 0.98 0.91 0.94 

Accuracy 0.90 0.96 0.94 0.92 

F-Measure 1.7 1.9 1.8 1.7 

Error Rate 0.07 0.05 0.06 0.07 

Geometric Mean 0.89 0.95 0.92 0.90 
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Table 2 shows the frequency of variables in clustering. 

Each cluster determines the amount of changes in the 

aquifer drop so that the first cluster (a drop of about 0.2 

m), the second cluster (a drop of about 0.1 m), the third 

cluster (a rise of about 0.2 m), the fourth cluster (a drop of 

about 0.5 meters), the fifth cluster (a rise of about 0.5 

meters), and the sixth cluster (a drop of about 0.15 

meters). Also, we calculate the amount of water output 

from the well, the amount of network water, agricultural 

water, and rainfall in millions of cubic meters, the 

temperature in degrees Celsius, humidity in percent, 

evapotranspiration in millimeters per day, and the amount 

of aquifer depth changes in meters (the amount of drop 

with a negative sign). 
 

 

Figure 4. Chart of indicators for generated models 
 

Table 3 shows the values obtained for the sensitivity, 

transparency, accuracy, precision, false-positive rate, 

false-negative rate, F-measure, geometric mean, and error 

rate for the four tree algorithms. 

The values of the indicators presented in Table 3 show 

that the CHAID algorithm has produced the best model. 

Sensitivity, transparency, accuracy, positive predictive 

value, F-measure, and geometric mean index are the 

highest values for this model. The higher the value of 

these indicators, the more classifications are used in the 

right place. The false-positive rate, false-negative rate, 

and error rate have the lowest values for this model. Low 

values of these indicators confirm the occurrence of fewer 

errors in the classification of samples. Figure 4 shows a 

better comparison of the model index. Among the 

algorithms used, the best results are related to the CHAID 

algorithm, with an accuracy of 0.98 and a precision of 

0.96. Table 4 shows the rules created by the CHAID tree 

algorithm. 

 
 

Table 4. Some rules extracted from the CHAID tree algorithm 

Number  Rules 

1 If in April and October, the percentage of humidity is less than 60%, then, in the label of the "first cluster" category, the drop in 

the aquifer will be about 0.2 meters. 

2 If in September, the total monthly volume of water, in the irrigation network is less than 0.76 million cubic meters, then, in the 

label of the "first cluster" category, the drop in the aquifer will be about 0.2 meters. 

3 If the temperature is more than 14.6 in June, then, in the label of the "second cluster" category, the drop in the aquifer will be 

about 0.1 meters. 

4 If the temperature is less than 14.6 in December, January and February, then, in the label of the "third cluster", the elevation in the 

aquifer will be about 0.2 meters above. 

5 If the amount of evapotranspiration is more than 2 mm per day in July and August, then, in the "Cluster Four" category, the drop 

in the aquifer will be about 0.5 meters. 

6 If in March the total monthly volume of water in the irrigation network is more than 0.07 million cubic meters and the amount of 

evapotranspiration is more than one millimeter per day, then, in the label of the category "fifth cluster", the rise in the aquifer will 

be about 0.5 meters. 

7 If the amount of evapotranspiration is more than 2 mm per day in May, then, in the label of the "sixth cluster" category, the drop 

in the aquifer will be about 0.15 meters. 
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4. Conclusion 
According to Rule One in Table 4, the percentage of 

moisture has the opposite effect on the amount of drop. 

That is, if the amount of moisture increases, the amount of 

moisture decreases. In the second rule, it is specified that 

in September, the amount of water in the network has the 

opposite effect on the amount of drop and that the more 

water in the network, the amount of drop decreases. If the 

temperature in June is higher than 14.6, then in the label 

of the category "second cluster," a drop in the aquifer is of 

about 0.1 meters. Also, in December, January, and 

February, if the temperature is less than 14.6, then, in the 

"third cluster" category, the elevation in the aquifer will 

be about 0.2 meters. As it is clear from the third and 

fourth rules, the amount of temperature is directly related 

to the amount of drop in the aquifer, and as the 

temperature increases, the amount of drop decreases more, 

and as the temperature decreases, the amount of drop 

decreases. In rules 4 and 5, it was found that the amount 

of evapotranspiration is directly related to the amount of 

drop, and the amount of drop decreases and increases with 

more or less the amount of evaporation and transpiration, 

respectively. According to rule 6, it is clear that the effect 

of the monthly volume of the total water in the irrigation 

network is greater than the effect of evaporation and 

transpiration on the drop. According to the results, it is 

clear that the most influential human factor on the amount 

of changes in aquifer depth is the amount of monthly 

volume of total water in the irrigation network, and the 

most natural factor on the amount of changes in aquifer 

depth is the amount of temperature. 
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